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AI 

● AI is the love-child between Applied Mathematics and Computer Science

● Sadly, math and programming are anxiety-inducing in different ways



AI 

● Math is built up by increasingly complex constructions

– to apply it successfully you need to understand everything you build your present project on

● Programming always come down to simple operations (”for-while-if-then”), and 
the complexity is due to the architecture of the system

– (This is the reason that adoption of other’s code [eg at Github] is so successful)



10^2   10^4   10^6

Computer
Science

MatStat 10^12   10^15



10^2   10^4   10^6

Computer
Science

MatStat 10^12   10^15



Amazing Math

● Builds intuition

● Tools for the imagination

● Helps us understand our world

● The language of Science

● …

● ..



”School math” sucks

● ”What do I need this for?”

● School math failure: 

–many hate it

–most are a little afraid of it

– almost everyone sucks at it



A Sober Observation

People suck at math. And statistics.



Where do you place?

● 17.5*12.6? 

–Middle school

● What are the lengths of the sides of a rectangle with area 19.2 if the longer side is 
3.7 longer than the short side? What’s the diagonal length of that rectangle? 

– Junior high school

● Derive Newton’s laws from experiments, and construct one-dimensional calculus? 

– High school



Learning by Heart

● Students are implicitly encouraged to learn by heart



Learning by Heart



AI & Math

● Again, to apply AI successfully you need to understand engineering math properly, 
as well as statistics

● Engineers typically only take one course in probability

– (most people take none)

● Hence, they believe in Science just because ”it seems to work”



Science 
requires
Understanding



AI

AI development is bound to 

1. become more mathematical

2. require more statistical and data handling skills



A Great Opportunity

Enhancing mathematical and statistical skills in your AI-teams will be central to their
productivity going forward

(They are probably good enough at programming…)
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Thank you



AI essential component 
for Automotive

Shafiq Urréhman, PhD



AI: WHY NOW
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Artificial intelligence (AI) is intelligence exhibited by machines. In computer 

science, the field of AI research defines itself as the study of "intelligent agents”

Artificial intelligence is technology that appears to emulate human 

performance typically by learning, coming to its own conclusions, appearing to 

understand complex content, engaging in natural dialogs with people.

The capability of a functional unit to perform functions that are generally 

associated with human intelligence such as reasoning and learning. (ISO/IEC 

2382-28:1995)

AI: Definition



AI : Levels?

Narrow Artificial Intelligence:

Machine focused on narrow task-

specific domain knowledge. E.g. Siri on 

your phone

Artificial General Intelligence (not yet)

Machine applies intelligence to any 

task, not only one-social, aware and 

creative, e.g. movies “Eva in Ex 

Machina”



WIPO (2019) 

AI patent families and scientific publications by earliest publication year



WIPO (2019) 



WIPO (2019) 

AI Patent families for top application field categories by earliest priority year



WIPO (2019) 

AI Patent families for transportation sub-categories by earliest priority year



Artificial intelligence for vehicles (AIV) aims at applying both practical and advanced AI techniques to 
vehicles so that vehicles can perform human-like or even superhuman behaviours

AI implementation in the automotive industry – by industry segment
Capgemini Research Institute

Artificial intelligence for vehicles (AIV)



Automotive companies have invested $11.2 billion in AI-led start-ups since 

2014

Artificial intelligence in vehicles



Few functions have implemented AI at scale
Capgemini Research Institute

AIV: AI can assists without providing full AV 



AIV: Large OEMs can boost their pre-tax operating profit by 5%–16% from scaling up 

AI Implementation



AI implementation yields big benefits across functions 

AIV: Every function has high-benefit use cases



>Driver Interaction and 
Security

>Personalization

>Non-Verbal Interaction

>Automated Driving & Driver 
Assist Products

>Cruising Chauffeur 

>Smart Cruise Control

>Auto Insurance Adjustment

>Monetization Models

>Manufacturing

>Supply Chain 
Optimization

>Shared Mobility 
Services

>Automotive 
Electrification

>Predictive Maintenance

>Connected vehicles

>…

AIV Use Case : AI can assists without providing full AV





https://3dprint.com/201321/hackrod-equity-crowdfunding/

https://www.youtube.com/watch?v=vtfNlWEJxw4

Generative Design

AIV Use Case: Generative Design

https://www.youtube.com/watch?v=vtfNlWEJxw4


Number of automotive organizations implementing AI at scale has increased 

only marginally

AIV Challenge: Modest progress in scaling AI



>AI-based innovations in the automotive industry are not all meant to 
be labour-saving

>Data preparation tasks represent over 80% of the time consumed 
in most AI and machine learning projects, and that the market for 
third-party data labelling solutions is $150 M in 2018, growing to 
over $1B by 2023.

AIV Challenge: Micro-work is crucial to AI production



A Geely Auto Company

Shafiq Urréhman, PhD.

Tech lead AI/ML (Innovation). 

Email: Shafiq.Urrehman@CEVT.se



AI based occupant sensing is 
the key to unleash a new level of 

functions

Henrik Lind, CRO



Market structure for Automotive solutions

Tier 1

OEM

Tier 2

Car Manufacturer (Original Equipment Manufacturer)

Tier1 as global suppliers providing OEM with 

system solutions

Tier2, like Smart Eye, is direct supplier of 

systems to Tier1 as well as supplier to 

OEM for research and ground truth 

purposes



What is AI?
• New programming paradigm inspired by neurons

• Revolutionized new development within vision and 
speech (Google home)

• Faster development by allowing a computer select 
weights in the neural network until the best fit for 
thousands of example images is achieved

• Examples need to be collected and annotated with the 
wanted answer

• Need higher performance to execute compared to 
standard vision algorithms



Neural networks and training
Wanted result

(annotated result)

Change of network
weights

and execute again until
error is low

Compare with
annotated results

output

Error



Driver monitoring systems

• Human factor is the cause of most on road accidents (like distraction or just looked in the 
wrong angle)

• Approximatelly 20% of the fatalities on road are due to drowsiness

• In highly automated vehicles where driver will take over a fittness to drive is important

• EU laws will soon require DMS on new vehicles

• EuroNCAP is now pushing for DMS





Driver monitoring HW technology
• Support gaze tracking in all angles and 

headposes. 
One up to 4 cameras (vehicles)

• Environmental light invariance
Active flash illumination 
Imager with global shutter

• Configurable head/eye tracking headbox
Supports from VGA to 2.3 Megapixel 
resolution cameras

• Invisible light source
940 nm IR light using LED or VCSEL

Smart AI-X  w. 2Mpixel camera



Examples of DMS packaging

S8 - Courtesy of Audi X5 - Courtesy of BMW



Smart Eye core software algorithms pre AI

• Head Tracking – in 6DOF using individual self-learning 3D head-model. Feature points, like eye 

corners is positioned in 3D space  even during occlusions.  

• Eye Tracking – gaze and eye lid

• Mouth tracking – speaking/not speaking

• Driver Identification with spoofing rejection – for automotive use-cases

• New features

• Facial Expression

• Region of interest filters Eyes on road, mirrors, instrument cluster

• Drowsiness Sleepiness prediction and Microsleep detection

• Inattention warning  Not paying attention to the forward road

Confidential

Computer vision based and some machine learning



Smart Eye core software algorithms as of today

• Head Tracking – in 6DOF using individual self-learning 3D head-model. Feature points, like eye 

corners is positioned in 3D space  even during occlusions.  

• Eye Tracking – gaze and eye lid

• Mouth tracking – speaking/not speaking

• Driver Identification with spoofing rejection – for automotive use-cases

• New features

• Facial Expression

• Region of interest filters Eyes on road, mirrors, instrument cluster

• Drowsiness Sleepiness prediction and Microsleep detection

• Inattention warning Not paying attention to the forward road

Confidential

Yellow marked is to significant extent based on AI algorithms – Deep Neural Networks



DMS Facial Expressions

Fa



Interior
sensing



Interior sesning using Smart AI

• Develop a model for integration of AI type of 
technologies on scalable platforms

• Using AI- technology and computer vision in 
combination to achieve high update rate on 
accelerated architectures and good 
performance and update rate on non 
accelerated architectures.

• Adopting enhanced colour sensors to provide 
full detection in darkness



Daimler Luxury In Motion

Courtesy of Daimler



Hardware example for the interior
sensing: RGB-IR camera system with
fisheye lens

• Camera(s) (2Mpix, 30-60Hz, GMS/USB3) 

+ lens(es) (DSL-180B, fisheye 160-200 deg lens)

+ filter(s) (Dual bandpass visible+940nm)

• IR illuminators 

• Computing unit (ECU)

• Exposure control
(for synchronization of cameras 
and IR-flash illuminators)

• Power source
Exposure 

control

Computing
Unit

Power
Source

2019-09-26
5
4



Automated vehicle use-cases

Courtesy of Volvo Cars



List of object 
classes:

1. Person
2. Baby
3. Human face
4. Glasses
5. Hat
6. Child seat
7. Book
8. Mobile phone
9. Tablet computer
10.Watch
11.Umbrella
12.Keys
13.Cigarette 
14.Cigarette pack
15.Lighter

16.Carry bag

17.Backpack
18.Bottle
19.Mug
20.Tin can
21.Banana
22.Apple
23.Rice ball
24.Sandwich
25.Lipstick
26.Mascara
27.Clothing

Why do we need to identify objects?

• Seat occupancy
• Comfort

• Not to forget your lunch or umbrella in the 
vehicle

• Not to forget your purse or laptop or phone in 
the taxi

• Body gestures
• Safety

• To see if the seat belt is fastened
• To make sure that the child is not forgotten in 

the vehicle
• Actions

• What are the actions of passengers

5
6

Interior sensing: 
Object recognition



Seat occupancy detection

Rear-seat camera
Baby detection

Front-seat camera
(Back-seat passengers 

case)

Front-seat camera
(Blurry image case)

Front-seat camera
(Occluded face case)

2019-09-26
5
7



Why do we need to identify body pose?
• Comfort

• L3+: Adjust the way to drive
• Gestures

• Safety
To detect if person is out of position

• Support action recognition

Keypoints that are currently being 
predicted are:

1. Nose
2. L/R Eyes
3. L/R Ears
4. L/R Shoulders
5. L/R Elbows
6. L/R Wrists
7. L/R Hips
8. L/R Knees

2019-09-26
5
8

Interior sensing: 
Body pose recognition
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Step 1: Body pose 
recognition

Step 2: Pose 
mapping: Normal

Step 1: Body pose 
recognition

Step 2: Pose 
mapping: Normal

Out of position 
driver

Out of position 
passenger



Body pose recognition w. action recognition

Driver is talking on a phone
and

Passenger is putting on make-
up

Driver is eating banana
and

Passenger is drinking from a 
can

Driver is puting away jacket
and

Passenger is talking on a 
phone

2019-09-26
6
0



Organisation
when adopting AI



An AI engineers work week

Find problems 

in datasets

Define

annotation

Define data 

collection

Augmentation

of datsets

Test and 

select neural  

network

arkitectures

Waiting for 

training

resource



Work investment pre AI and AI

Engineering

Annotation
Data 

collection

Engineering

Annotation
Data 

collection

Pre AI effort AI effort



Organisation

Development

AI engineers

Data management

Data collection

Annotation

Storage

IT

Training computers

Storage



Sum up

Use cases in highly automated vehicle brings new opportunities for in-cabin sensing 
supported by AI driven applications.

Driver monitoring will increase in adoption during the next 10 year period
- Safety (NCAP and EU type approval)
- Gradual increase of automation level with driver responsible and in the loop

Not every one is fit to become an AI engineer

AI requires a supporting organisation



Thank you!

We support projects incorporating DMS and interior sensing

Contact:
Henrik Lind

henrik.lind@smarteye.se
+46 708 444898

mailto:henrik.lind@smarteye.se


Panel



Presenting the 
exhibitors



Networking 
break
see you back at 
15.20!



What we know 

that we

don’t know

Mats Nordlund

Director Research
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Key Questions

• What are the key challenges that need to be solved

• How are we thinking about addressing these challenges?

• Who are the key players that we can work with?
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Key Sources of Information

ZenuityAI 
companies

OEMs

Zenuitans

Conferences

Thought
Leaders

Push of

Science and

Technology

Market Pull for

Science and

Technology

Societal and legislative megatrends
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Key Challenges

• What will other road users do next (intent)?

• How do we train networks efficiently (data 
management, hardware, etc)?

• How can we easily replace one or more sensors 
without re-training the entire neural networks?

• How do we prove completeness in safety
argumentation?

• What will be the future legislative and regulatory
environment?

NYT 17 Jul 2019
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Why interaction is hard?

2019-10-23

HOW TO INTERACT WITH ROAD USERS

Dapeng Liu
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Z1Z1

Z2

Z1,5

Reference architecture
System View

external

RSRx

USS 

x12 

(option)

RSRx

vehicle network

CAM
360 L

CAM
360 R

CAM
360 FWD

CAM
360 RWD

Surround Vision

ECU

FSRx
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DMS 

ADAS 2 ECU 

Aurix Denverton
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Ivo Batkovic



How - Leverage the Ecosystem at our Global Locations
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Knowledge Transfer in People – Industry PhD Students
In Sweden since 1990s

• Students – A Key Interface Mechanism

Zenuity Advanced Graduate Program

Employ high potential students, send them to university, 

co-fund with government and foundations

Industry PhD Program

• 11 Industry PhD Students

• Research areas

• Pedestrian prediction

• Verification processes

• Safety in Autonomous Cars

• Applications of ML/DL to Perception and Decisions

• Positioning and Route Prediction

 

 

 

 

 

 Zenuity Research Handbook 

Version 9 August 2018 
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Example Advanced Graduate Projects
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The Key Players – Constantly Changing

2019-10-23



Thank you!

Mats.Nordlund@zenuity.com



AUTOMATION

Sasko Cuklev

Director Autonomous Solutions

Volvo Trucks



AUTOMATION

A disruption… …but also large 

uncertainties

…with huge value 

potential…



Huge Value potential

Removing 

driver

Present TCO New TCO 

(2025)

Vehicle & 

Utilization

Mainenance & 

Fuel

Safety UPTIME PREDICTABILITY RELIABILITY



Level 1 Level 2 Level 3 Level 4

Driver 

Assistance

Partial 

Automation

Conditional

Automation

High 

Automation 

Full

Automation

*SAE Stage Definition (SAE 

J3016)

Level 5

Driver support Autonomous

Different offers for different solutions



SELLING AN AUTONOMOUS SOLUTION



Payment 

model

Infrastructure

Vehicle

Control tower

Operations

Maintenance 

& Repair

AD kit



Scale solution

• Shorter time to market

• Customer involved development

• Lower development cost

APPLYING PILOT APPROACH

Pilot A

Scale solution

Pilot B



Hub-to-hub Highway

Hub-to-hub regional electricMining

ongoing pilots

2

3

1

CONFINED AREAS PUBLIC ROADS









Perception System

Lidar

Radar

USS

Cameras



Sometechnicalfactsaboutthisvehicle

• Energy capacity: 200 kWh
• Inductive charging: 30 minutes
• Range: 100 km
• Speed: < 40 km/h



FILM Vera’s first assignment





AUTOMATED 
DRIVING 
IN THE ARCTIC
GEOFENCED OR SAE L5? By Harri Santamala — CEO





GEOFENCED



SAE LEVEL 5



WHAT ABOUT 
ODD CONDITIONS



ALL CONDITIONS



2018

Heavy rains at CES 2018 highlights 
self-driving technology limitations 

BAD WEATHERTHE PROBLEM



Snowstorm, Fog and Tropical Rain remain the 

challenge which hinders the rapid development of 

Autonomous Vehicle globally, particularly with 

respect in the positioning issue.

Subsequently, this yields 

unreliable AV performance 

in bad weather.

For 365 days/year performance of 

Autonomous Vehicle, the automated 

platform should be validated in such 

environments.

AV & 
WEATHER



BAD WEATHER

THE CHALLENGE OF



REDUNDANCY IN HARDWARE



1+1+1 = 3 
2 VS 1 = 2 
1 VS 1 = 0



Positioning

▪ No lane markings 

▪ Side of the road moves 

▪ Plenty of white color 

▪ Darkness 

▪ Or low sun

As a result video-algorithms are bound to have severe 

problems if they work at all

WHAT ABOUT 
POSITIONING 
WITH CAMERA



WITH CAMERA

BORDERCASE



WITH 
CAMERA

BORDERCAS
E



▪ Satellites are not here 

▪ Side of the road still moves 

▪ Can GNSS be trusted by itself ?

GNSS

POSITIONING



▪ No built environment 

▪ Feature based methods aka HD-maps are useless

LIDAR



▪ Heavy seasonal vegetation 

▪ Map needs to be tolerant to changes and updated on regular basis

LIDAR



Side of the road moves

LIDAR



LIDAR
Lidar suffers from snow and rain



▪ Image based methods are easily disturbed by light, white, 

change of contrast, rain, snow, fog 

▪ Radar works well but still suffers low resolution compared 

to lidar

▪ Lidar also suffers from different forms of rain thus giving 

only partial information No single solution by itself is 

enough

▪ Hardware solves half of the problem, system redundancy 

based on mixed sensor information and confidence levels

PERCEPTION 
– OBSTACLE DETECTION



▪ When tires detect low friction it is often 

too late already 

▪ We need to predict road conditions using 

what we have

DYNAMIC 
CONTROL



CASE STUDY 
AURORA



▪ The test is done using single same map in varied weather condition (normal & snowstorm) to validate the positioning strategy 

ability. 

▪ Snowstorm which happened on 5th October 2018 allows for a test in extreme weather condition.

LAPLAND POSITIONING 
TESTS



▪ Sensible 4 Autonomous Vehicle Prototype Test 

Rig. 

▪ Equipped with drive by wire. Installed with 

required sensors such as 3D-lidars, radars for 

positioning and obstacle detection. 

▪ More details can be found at 

http://sensible4.fi/technology

TEST VEHICLE



▪ 2 Lidars

▪ 3 radars 

▪ Front camera vision 

▪ RTK-GNSS 

▪ Inertia unit (mems) 

▪ Control over 4GLTE

TEST VEHICLE

SENSOR PACKAGE



1) Multi-Weather Driving using Non-Snow Map, 0 Celcius, 
Slippery Road, Mapping Speed 20 KM/H. 

2) Multi-Weather Driving using Snow Map, -2 Celcius, Slippery, Icy 
and Snowy Surface, Mapping Speed 20 KM/H.

EXPERIMENTAL SETUP



FOUR SCENARIOS



▪ Using snow map, test positioning in non-snow environment and in snow environment 

▪ Using “clear map”, test positioning in clear weather and in snowy weather.

FOUR 
SCENARIOS

TWO MAPS GENERATED:

▪ Normal condition and after snow-storm

POSITIONING TEST USING COMBINATION:



SPEED PROFILE OF 
“NO-SNOW” POSITIONING



SPEED PROFILE OF 
“SNOW” POSITIONING



LATERAL POSITIONS 
ERRORS (NON-SNOW MAP)

No-Snow Map, No-Snow Positioning No-Snow Map, Snow Positioning



LATERAL POSITIONS 
ERRORS (SNOW MAP)

No-Snow Map, No-Snow Positioning No-Snow Map, Snow Positioning



PERFORMANCE 
SUMMARY Y-AXIS

Average Error (Relative Position of 
Vehicle) 0.187 m 0.187 m

Average Error (Relative 
Position of Vehicle) 0.105 m

Average Error (Relative Position of 
Vehicle) 0.166m

Average Error (Relative 
Position of Vehicle) 0.117 m

NON-SNOW DRIVING 
USING NON-SNOW 
MAPS

SNOW DRIVING USING 
NON-SNOW MAPS

NON-SNOW DRIVING 
USING SNOW MAPS

SNOW DRIVING USING 
SNOW MAPS



Q&A



THANK YOU FOR YOUR ATTENTION

Harri Santamala — CEO
+358 40 3341516

Sensible 4 Oy
Turuntie 42
02650 Espoo
Finland

info@sensible4.fi
www.sensible4.fi



Panel



Recap Day 1

Poll
Logg in to:
PollEv.com/voha





See you back 
at tomorrow 
at 8.45!


